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ABSTRACT

In order to resolve multiple closely spaced sources moving in a tight formation using unattended acoustic sensors,
the array aperture must be extended using a sparse array geometry. Traditional sparse array algorithms rely
on the spatial invariance property often leading to inaccurate Direction of Arrival (DOA) estimates due to the
large side-lobes present in the power spectrum. Many problems of traditional sparse arrays can be alleviated
by forming a sparse array using randomly distributed single microphones. The power spectrum of a random
sparse array will almost always exhibit low side-lobes, thus increasing the ability of the beamforming algorithm
to accurately separate and localize sources. This paper examines the robustness of randomly distributed sparse
array beamforming in situations where the exact sensor location is unknown and benchmark its performance with
that of traditional baseline sparse arrays. We will also use a realistic acoustic propagation model to study fading
effects as a function of range and its effects on the beamforming process for various sparse array configurations.

Keywords: Distributed Acoustic Sensor Networks, Sparse Array Processing, Capon Beamforming, Sensor Lo-
cation Uncertainty, Acoustic Transmission Loss

1. INTRODUCTION

The emergence of small, low cost and low-power sensor technologies that possess on-board signal processing and
wireless communication capabilities has stimulated great interests in utilization of distributed sensor networks in a
wide variety of applications. These distributed sensor networks offer a new and promising paradigm for military
surveillance, reconnaissance and situation awareness such as military operations in urban terrain (MOUT).1

Additionally, there has been considerable attention to develop miniature sensitive microphones for many new
industrial and military applications that require acoustic data collection over larger bandwidths for proper signal
detection and identification. These microphones can operate in harsh environments and measure a wide range
of sound pressure levels.

In distributed sensor processing a group of sensor nodes form a cluster responsible to detect and recognize
a locally occurring event recorded by most of, if not all, the nodes in the cluster. Some preliminary detection,
feature extraction and lossy compression is often carried out at node-level and only the essential information
is broadcast to the gateway or the master station at which the high level decisions such as target localization,
tracking and classification takes place. In this framework, intra-cluster communication among nodes is possible
due to small distances between the nodes within a cluster. This allows for collaborative signal processing among
certain nodes in a cluster. However, this requires complicated sensor management strategies. Clearly, there
are several advantages of distributed versus centralized processing that include reduce bandwidth and power
requirements, reduced computations at the master station, and hence reduced costs. Nevertheless, the main
disadvantage is that the master station has access to only partial information transmitted by the sensor nodes,
which may result in loss of performance.
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In2 we investigated several important properties of the randomly distributed acoustic sensors for detection,
tracking and localization of moving sources namely vehicles. More specifically, direction of arrival (DOA) esti-
mation accuracy and resolution for separating multiple closely spaced sources, robustness to noise, and effects of
node/array placement on the beampattern and bearing response of the Capon beamformer for these sparse arrays
were carefully studied and benchmarked against baseline 5-element wagon-wheel sensor arrays. Although these
studies were conducted using synthetically generated narrowband sources, the results can directly be applicable
to wideband sources as well. The results of these experiments led to several intriguing conclusions. As far as
DOA resolution is concerned sparse distributed arrays provide much better ability in separating closely spaced
sources than a single baseline array. However, sparse arrays formed of multiple baseline arrays exhibit dramatic
deterioration in DOA accuracy when the sources are near-field. That is, the effect of array steering mismatch
(actual versus presumed) caused by near-field or wavefront perturbation effects has more dramatic impact on
the baseline arrays due to prominent and regular side-lobe structure of these arrays.

In this paper, we further investigate the properties of the distributed sensor arrays in terms of their robustness
to array mismatch caused by sensor location errors and acoustic transmission loss. Comparison with sparse arrays
made of several baseline arrays is also made. Simulation results are also provided to further evaluate the various
sparse array configurations.

2. SPARSE ARRAY CONFIGURATIONS AND PROPERTIES

In this section, two different sparse array configurations are considered and thoroughly studied. These are: sparse
arrays consisting of several 5-element wagon-wheel nodes and sparse randomly distributed single microphones
that exhibit frequency diversity. In the following subsection, we first review the sparse DOA processing for the
regular 5-element sparse configuration.

2.1. Baseline Versus Random Distributed Sparse Arrays
Here we refer to baseline sparse arrays as those formed of several typical wagon-wheel 5-element subarrays/nodes
placed at different distance from each other. On the other hand, a randomly distributed sparse array consists
of multiple single microphone nodes with no particular structure. For example Figure 1 shows a baseline sparse
array consisting of three five-element wagon wheel subarrays/nodes. The idea behind multiple invariance3, 4 is
used for baseline sparse arrays in order to develop an efficient array processing algorithm.

For the geometry in Figure 1, the array measurement vector for node 1 (reference 5-element subarray) at
frequency fj and over a fixed time snapshot may be expressed as

x1(fj) = A1(fj , θ1)s(fj) + n1(fj) (1)

where s(fj) = [s1(fj), . . . , sd(fj)] represents the vector of d narrow-band source signals at frequency fj , n1(fj)
is the measurement noise vector for node 1 at frequency fj , and

A1(fj ,θi) = [a1(fj , θ1,1), . . . ,a1(fj , θ1,d)] ∈ C5×d (2)

is the array steering matrix for node 1 at frequency fj that steers to d plane-waves at angles θ1 = [θ1,1, . . . , θ1,d]T .
Therefore, the lth steering vector of node 1 may be written as

a1(fj , θ1,l) = [1, ej
2πfjr

c sin(θ1,l), ej
2πfjr

c cos(θ1,l), e−j
2πfjr

c sin(θ1,l), e−j
2πfjr

c cos(θ1,l)]T /
√

5 ∈ C5×1 (3)

where r is the radius of each wagon-wheel array and c is the speed of sound in air.

Assume that the sources are far field so that the angles at nodes 1, 2 and 3 are almost equal, i.e. θ = θ1 ≈
θ2 ≈ θ3. This far field assumption is the fundamental assumption behind almost all sparse processing methods
that are based on the idea of multiple invariance.3, 4 Using this assumption and the geometry of the sparse
array configuration in Figure 1, it may easily be shown that the array steering matrices at different nodes have
the following translation invariance property:

Ai(fj , θ) = A1(fj , θ)Φi(fj , θ); for i = 2, and 3 (4)
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Figure 1. A sparse configuration with three 5-element wagon wheel subarrays.

with Φi(fj ,θ) = Diag[e−j
2πfj

c (xisin(θ1)+yicos(θ1)) · · · e−j
2πfj

c (xisin(θd)+yicos(θd))] where xi and yi are the distances
between node i and node 1 along the x− and y−axes, respectively, assuming that node 1 is positioned at the origin
of the coordinate system. Using this invariance property, we may define the augmented array steering matrix
A(fj , θ), consisting of the array steering matrices of a subset or all the nodes, along with their corresponding
augmented array measurement vector z(fj). For the three-node array case, as shown in Figure 1, we can write

A(fj ,θ) =




A1(fj ,θ)
A2(fj ,θ)
A3(fj ,θ)


 =




A1(fj , θ)
A1(fj , θ)Φ2(fj , θ)
A1(fj , θ)Φ3(fj , θ)


 (5)

and
x(fj) = [xH

1 (fj) xH
2 (fj) xH

3 (fj)]H (6)

The augmented measurement vector x(fj) may be viewed as an array measurement vector recorded by a
larger array with steering matrix A(fj , θ). In other words, x(fj) and A(fj ,θ) are regarded as the measurement
vector and steering matrix for a single large array, and hence all the standard beamforming and DOA estimation
methods5 may be applied to them in order to estimate the angles θ = [θ1, . . . , θd]T . For example, we may use
the Capon beamforming method5 to estimate the angles:

PCapon(fj , θl) =
1

aH(fj , θl)R−1
xx (fj)a(fj , θl)

(7)

where PCapon(fj , θl) is the true Capon power spectrum, a(fj , θl) is the lth column of A(fj ,θ), and Rxx(fj) =
E[x(fj)xH(fj)] is the true covariance matrix of x(fj).

In practice, however, where only a limited number of samples are available, the true covariance matrix can
be replaced by the sample covariance matrix R̂xx(fj) = 1

K

∑K
k=1 x(fj , k)x(fj , k)H where x(fj , k) is the sample

at snapshot k. This leads to the “practical” Capon power

P̂Capon(fj , θl) =
1

aH(fj , θl)R̂
−1

xx (fj)a(fj , θl)
. (8)

This practical Capon power spectrum is related to the theoretical one in (7) using

P̂Capon(f, θ) = PCapon(f, θ)η(θ) (9)



for any frequency f and angle θ. Here η(θ) is a random variable with scaled Chi square distribution:

fη(θ)(x) =
KK−M+1

(K −M)!
xK−Me−Kx, x ≥ 0. (10)

where M is the number of sensors in the array. The proof is omitted here. We note that although η(θ) has the
distribution independent of θ, the specific realizations of η(θ) are different for different θ. If K −M À 1, then
with high probability, η(θ) concentrate around one. As K −M →∞, η(θ) → 1 in probability. In our numerical
experiments, M = 15 (15 sensors) and K = 1024, hence K −M À 1. Thus, in the subsequent discussions, we
use the theoretical Capon power spectrum instead of the practical one. Additionally, without loss of generality,
we assume unit noise power, i.e. E[nnH ] = I.

To simplify our discussions let us now consider the case where only a single source is present with DOA θ0 and
signal power Ps. Thus, the covariance matrix of the recorded signal x(f) becomes Rxx(f) = a(f, θ0)aH(f, θ0)Ps(f)+
I. Inserting this into the expression for the theoretical Capon power spectrum (7) and applying the matrix in-
version lemma yields

PCapon(f, θ) =
1

1− Ps(f)
1+Ps(f) |aH(f, θ)a(f, θ0)|2

(11)

Clearly, the power spectrum is determined by the “Radiation Pattern” function5 PRP(f, θ) , |aH(f, θ)a(f, θ0)|.
As a result, in the single source case, the study of the radiation pattern function can provide us sufficient infor-
mation on the power spectrum of the Capon beamformer for a particular array configuration.

As far as the sparse arrays formed of baseline 5-element nodes are concerned, the radiation pattern can be
expressed5 as

P (f, θ) = P1(f, θ)P2(f, θ). (12)

where P1(f, θ) = |aH
1 (f, θ)a1(f, θ0)| and P2(f, θ) = |aH

2 (f, θ)a2(f, θ0)| are the radiation patterns of one 5-element
node and L-node array, respectively. For the 5-element node the steering vector is given in (3). If the sparse array

is composed of L nodes, then a2(f, θ) =
[
e−j2π

y1 cos θ+x1 sin θ
λ , . . . , e−j2π

yL cos θ+xL sin θ

λ

]T

/
√

L where the center of

the lth node is assumed to be at pl = [xl, yl]
T

, l = 1, . . . , L and λ = c/f is the wavelength.

To simplify the analysis we consider two different 5-element node array configurations with L = 3 as shown
in Figure 2. We assume r = λ

2 and the true source DOA is at θ0 = 0. The plot of the radiation pattern P1(f, θ)
is shown in Figure 3. The radiation pattern P2(f, θ) associated with the sparse array in Figure 2(a) is shown
in Figure 4, where m is the number of the half-wavelength node separation distances as shown in Figure 2(a).
Figure 6(a) shows the overall radiation pattern P (f, θ) as given by (12).

We set the center of mass of the equilateral triangle of Figure 2(b) as the origin point of Cartesian coordinate.
It follows from the structure of a2(f, θ) that the steering vector associated with the sparse array configuration

of Figure 2(b) is a2(f, θ) =
[
e
−jπ n sin θ√

3 , e
−jπ

�
(n cos θ

2 −n sin θ
2
√

3)

�
, e

jπ
�

(n cos θ
2 + n sin θ

2
√

3)

�]T

. The radiation pattern P2(f, θ)

associated with Figure 2(b) is shown in Figure 5, where n is the number of the half-wavelength node separation
distances as shown in Figure 2(b). Figure 6(b) shows the overall radiation pattern P (f, θ) for this sparse array
configuration.

Remark: From these results we clearly notice this important property of the radiation patterns: when the
nodes are far away from each other, e.g., separated by distances greater than 25λ, then for both configurations
in Figure 2 (around θ0 = 0) there are several side-lobes with amplitude near one. It follows from (11) that the
Capon power spectrum also has several closely located peaks as shown in Figure 7. Clearly, the DOA estimates
generated using the Capon beamformer are very sensitive to the perturbations such as background noise, finite



Figure 2. Two configurations with three 5-element nodes.
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Figure 3. The radiation pattern of a 5-element node P1(f, θ). θ0 = 0.

snapshot number, steering vector error, and model mismatch effects. The variability of the side-lobe structure
with the distance between the nodes could become a major issue when there are uncertainties in the locations
of the nodes.

Clearly, the main motivation behind multiple invariance arrays3, 4 is to take advantage of various microphone
spacings some of which are less than one-half wavelength of the source signal while the others are greater
than one-half wavelength. In this way, for those groups of microphones that have spacings less than one-half
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Figure 4. The radiation pattern P2(f, θ) associated with the configuration of Figure 2(a) for two choices of m, θ0 = 0.
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Figure 5. The radiation pattern P2(f, θ) associated with the configuration of Figure 2(b) for two choices of n, θ0 = 0.
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Figure 6. The radiation pattern P (f, θ) of two baseline sparse array configurations. (a) Configuration of Figure 2(a)
with m = 50. (b) Configuration of Figure 2(b) with n = 50.

wavelength of the source signal, coarse but unambiguous DOA estimates can be produced; whereas the sparsely
located sub-arrays provide fine resolution for the DOA estimates at the cost of introducing ambiguity in form of
the grating lobes. Thus, by combining both properties, the unambiguous coarse DOA estimates may be used to
eliminate the ambiguities introduced by spatial aliasing.

As far as the random distributed sensor arrays are concerned the array steering matrix has no specific
structure. Thus, for a narrowband far field source of frequency f and assuming an M -element distributed array,
the steering vector is a(f, θ) = [ejφ1(θ), ejφ2(θ), . . . , ejφM (θ)]T /

√
M . In the 2-D case,

φi(θ) = −2π

λ
(xi sin θ + yi cos θ), i = 1, 2, . . . ,M

is a function of the location of the ith sensor pi = [xi, yi].

In contrast to the baseline sparse arrays, the power spectrum of the Capon beamformer for a distributed
sensor array configuration does not exhibit any regular side-lobe structure. Example radiation patterns and
power spectra of the Capon beamformer for distributed sparse arrays of 15 randomly placed microphones in a
coverage area of 50λ×50λ will be presented in Section 3 (Figures 10 and 11). The main peaks associated with the
true source locations tend to be easily distinguishable in the power spectra for randomly distributed arrays. This
important property that the randomly distributed arrays do not have a regular grating lobe structure similar
to those of the baseline arrays makes them more immune to DOA errors caused by various types of mismatches
that are investigated in Section 3.



−10 −5 0 5 10
10

0

10
1

θ (degree)

P
C

ap
on

(θ
)

−10 −5 0 5 10
10

0

10
1

θ (degree)

P
C

ap
on

(θ
)

(a) (b)

Figure 7. The Capon power spectrum PCapon(f, θ). Ps(f) = 10, θ0 = 0. (a) Configuration of Figure 2(a) with m = 50.
(b) Configuration of Figure 2(b) with n = 50.

Remark: Note that although the treatment in this paper is primarily focused on narrowband sources, the same
studies can be carried out for wideband sources. In this case, the power spectra at different frequencies may
be averaged together to produce a wideband Capon bearing response. It has been shown6 geometric average
of narrowband output powers provides more accurate DOA estimates compared to arithmetic and harmonic
averages. Thus, for the wideband case, we consider the following wideband Capon bearing response6

C(f, θl) =
J∏

i=1

1
aH(fj , θl)R−1

xx (fj)a(fj , θl)
(13)

where J is the total number of narrowband frequency components.

3. ROBUSTNESS OF DIFFERENT SPARSE ARRAYS TO MODEL MISMATCHES

In the subsequent subsections, several studies are carried out in order to determine the performance of the
two sparse array configurations in terms of DOA accuracy and robustness to sensor location error and sound
transmission loss.

3.1. Sensor Location Uncertainties

In practice, the exact position of a sensor node in an array is known only up to a certain accuracy. This problem
has become a major concern especially in large sensor networks due to the difficulties in accurate localization.
When using a beamforming method to estimate target positions, these location uncertainties lead to phase errors
in the steering vector, which in turn may lead to erroneous DOA estimates. In sparse array processing, the
cumulative effect of these phase errors can be detrimental. In this study the effect of sensor location uncertainty
and the resultant phase errors on different array configurations is studied.

In this section, we derive the radiation pattern of a sensor array in the presence of sensor location error.
Suppose the nominal position of the ith (i = 1, 2, . . . ,M) sensor is pi = [xi, yi]T , while the true position is
pi + ∆pi = [xi + δxi, yi + δyi]T . We model the position errors {δxi, δyi}M

i=1 as zero-mean Gaussian random
variables with variance σ2

p.

For the baseline sparse arrays made of L 5-element circular nodes, the location uncertainties are only assumed
for the center of the nodes. That is, no sensor location error is considered for the five elements within each circular
array itself. In this case, the steering vector is given by

a(f, θ) = [a1(f, θ)e−j[(y1+δy1) cos θ+(x1+δx1) sin θ], . . . ,a1(f, θ))e−j[(yL+δyL) cos θ+(xL+δxL) sin θ]]T /
√

5L (14)

where a1(f, θ)) is the 5-element array steering vector (3).



For the randomly distributed microphone arrays, location uncertainties are assumed for every sensor. The
steering vector for the random sensor configuration with location uncertainties is given by,

a(f, θ) = [e−j[(y1+δy1) cos θ+(x1+δx1) sin θ] 2πf
λ , . . . , e−j[(yM+δyM ) cos θ+(xM+δxM ) sin θ] 2π

λ ]T /
√

M (15)

where M is the number of sensors in the randomly distributed array.

For a narrowband source of frequency f and DOA θ0, the radiation pattern with location errors is

PRP(f, θ) =

∣∣∣∣∣
M∑

i=1

ej 2π
λ (xi sin θ+yi cos θ)e−j 2π

λ [(xi+δxi) sin θ0+(yi+δyi) cos θ0]

∣∣∣∣∣ . (16)

The array gain at the steering direction θ0 is

Ga =
M∑

i=1

e−j 2π
λ (δxi sin θ0+δyi cos θo)

If there is no sensor displacement, then Ga = M . But in presence of sensor location error, Ga is a random
variable with mean

E [Ga] = E

[
M∑

i=1

e−j 2π
λ (δxi sin θ0+δyi cos θo)

]
= ME

[
e−j 2π

λ (δxi sin θ0+δyi cos θo)
]
,

where

E
[
e−j 2π

λ (δxi sin θ0+δyi cos θo)
]

=
∫ ∞

−∞
e−j 2π

λ x 1√
2πσ2

p

e
− x2

2σ2
p dx = e−

2π2σ2
p

λ2 . (17)

From (17), we can readily see that to make the gain loss less than 3 dB, σ2
p should be no more than ln

√
2

2π2 λ2 =
0.0176λ2. If σp = λ, then the gain loss due to position error is more than 170 dB, and hence the array usually
will not work at all.

In the following, we derive E
{
P2

RP(f, θ)
}

to examine the effects of location uncertainties on the radiation
pattern. According to (16),

E
{
P2

RP(f, θ)
}

= E

{
M∑

i=1

M∑

l=1

ej 2π
λ (xi sin θ+yi cos θ)e−j 2π

λ [(xi+δxi) sin θ0+(yi+δyi) cos θ0]

e−j 2π
λ (xl sin θ+yl cos θ)ej 2π

λ [(xl+δxl) sin θ0+(yl+δyl) cos θ0]
}

(18)

=
M∑

i=1

M∑

l=1

E
{

ej 2π
λ (xi sin θ+yi cos θ)e−j 2π

λ [(xi+δxi) sin θ0+(yi+δyi) cos θ0]

e−j 2π
λ (xl sin θ+yl cos θ)ej 2π

λ [(xl+δxl) sin θ0+(yl+δyl) cos θ0]
}

(19)

=
M∑

i=1

M∑

l=1

ej 2π
λ (xi sin θ+yi cos θ)e−j 2π

λ (xi sin θ0+yi cos θ0)e−j 2π
λ (xl sin θ+yl cos θ)ej 2π

λ (xl sin θ0+yl cos θ0)

E
{

ej 2π
λ [(δxl sin θ0+δyl cos θ0)−(δxi sin θ0+δyi cos θ0)]

}
. (20)

Denote ail = E
{

ej 2π
λ [(δxl sin θ0+δyl cos θ0)−(δxi sin θ0+δyi cos θ0)]

}
, then

ail =

{
1 i = l

e−
4π2σ2

p

λ2 i 6= l
. (21)



Then (20) can be shown to be5

E
{
P2

RP(f, θ)
}

= |a(f, θ)∗a(f, θ0)|2e−
4π2σ2

p

λ2 + M

(
1− e−

4π2σ2
p

λ2

)
. (22)

Equation (22) clearly shows that the effects of sensor location error on the radiation pattern is two-fold. First,

the radiation pattern is attenuated uniformly by a factor of e−
4π2σ2

p

λ2 as shown in the first term of (22). Second,

the side-lobe level is increased by M

(
1− e−

4π2σ2
p

λ2

)
.

The array gain degradation due to position error is shown in Figure 8. We note that the gain degradation is
only a function of σ2

p and is independent of the array configuration. Figure 9(a) shows the mean-squared-error
(MSE) of DOA estimation using the Capon estimator, where M sensors are randomly distributed in a 50λ×50λ
area according to a uniform distribution. We find that the Capon estimator works well when the position error
is less than a threshold. This is because when σp reaches some threshold, the array gain is so severely degraded
that the main-lobe disappears. Moreover, the threshold is larger for a larger number of sensors, M . When M
is large, the array gain is large hence the main-lobe can survive more severe sensor displacement. Thus, we can
conclude that the large sensor array is more robust against the location error.

In Figure 9(b), we compare the MSE’s of the Capon estimator using a uniformly distributed random array
and three 5-element arrays with the configuration shown in Figure 2(a). We see from Figure 9(b) that the
random array has better DOA estimation performance when σp ≤ 0.25λ. In particular, when there is no position
error, the 5-element array has inferior performance due to high side-lobes as shown in Figure 7(a). In contrast,
the random array has low side-lobes with high probability.9, 10 When σp > 0.25λ, the 5-element node array
seems to have more accurate DOA estimates. However, under this circumstance, both arrays have MSE values
of more than 20, which are not good enough to provide meaningful estimates.
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Figure 8. Array gain degradation due to position error.

3.2. Acoustic Transmission Loss
Acoustic transmission loss can have dramatic impact on DOA estimation and source separation. While the
sensor location uncertainties and near-field effects cause phase errors or mismatches to the presumed steering
vector, the transmission loss is equivalent to incorporating magnitude errors (fading effects) to the elements of
the steering vector. Due to the large spacing between sensors in sparse array processing, the effects of acoustic
transmission loss become increasingly important in these problems. In this section, we study the effect of this
transmission loss on DOA estimation accuracy for different sparse array configurations.

When the distance between the acoustic sensors of an array is large, it is possible for different sensors to
have different values of SNR, i.e., sensors closer to the source will have larger SNR when compared to those
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Figure 9. DOA estimation degradation with respect to position error.

farther from the source. To study the effects of transmission loss on the Capon beamformer we no longer
assume unit power for the measurement noise of all sensors, rather different noise power for each sensor, i.e.,
E[n(f)nH(f)] = D(f), where D(f) = diag[δ1(f), δ2(f), ..., δM (f)], and δi(f) is the noise power for sensor
i. The noise power is frequency dependent because high frequency acoustic signatures attenuate faster (more
transmission loss) than the low frequency signatures. Using this noise model the covariance matrix of the recorded
signal x(f) becomes Rxx(f) = a(f, θ)aH(f, θ)Ps(f) +D(f). Inserting this into the expression for the theoretical
Capon power spectrum (7) and applying the matrix inversion lemma yields

PCapon(f, θ) =
1

∆− Ps(f)
1+Ps(f)∆ |aH(f, θ)D−1(f)a(f, θ0)|2

(23)

where ∆ = aH(f, θ0)D−1(f)a(f, θ0) = 1
M

∑M
i=1

1
δi(f) . From the formulation of (23) two important consequences

of the transmission loss can be observed. First, the overall Capon power spectrum is scaled by the addition of ∆
in the denominator of (23). Second, the radiation pattern is now expressed as P (f, θ) = |aH(f, θ)D−1(f)a(f, θ0)|,
i.e., each term in the sum of P (f, θ) is now weighted by the noise power of the corresponding sensor, thus changing
the appearance of the radiation pattern.

In order to implement an accurate transmission loss simulation method, we used the neural network method
of acoustic transmission loss prediction described in.10 This method of transmission loss calculation allows for
the incorporation of realistic phenomena experienced by an acoustic signatures propagating in the near ground
atmosphere, such as varying source frequencies and problem geometries, refraction or the bending of sound waves
due to vertical gradients in wind and temperature, and reflections caused by interactions with the ground. For
the presented simulation results we assume baseline environmental parameters (i.e. moderate wind, temperature,
and ground conditions). We choose to use the neural network transmission loss calculation method, as opposed to
traditional physics-based acoustic models due to the extreme reduction in the computational resources necessary
to compute a transmission loss value. Adding acoustic transmission loss in our simulations, or equivalently
changing the structure of the noise covariance matrix, causes high frequency target components to introduce
more transmission loss than low frequency target components. Large horizontal distances between the target
and sensor will also introduce more transmission loss, leading to lower SNR values at those sensors located far
from the target.

In the following presented results an array of 15 randomly distributed sensors in a 50λ×50λ area is used, with
a single source located at θ0=0 degrees, at a distance of 200m from the center of the array. The source is assumed
to be narrowband with a frequency of f=100Hz, and the speed of sound c is set to 335m/s, corresponding to a
wavelength of λ=3.35m. The SNR is set to 10dB, and is computed at the sensor in the array which is located
closest to the source. All other sensors have lower SNR values, depending on their distance from the source.
The transmission loss model also requires the heights of both the source and the sensor, all of which are set at



1m in our experiments. Figure 10(a) shows the radiation pattern of the 15 element randomly distributed sparse
array without transmission loss, i.e., P (f, θ) = |aH(f, θ)a(f, θ0)|; while Figure 10(b) shows the radiation pattern
of the same sparse array when transmission loss is included, i.e, P (f, θ) = |aH(f, θ)D−1(f)a(f, θ0)|. Comparing
Figures 10(a) and (b) indicates that the main lobe of the radiation pattern has been weakened with respect to
the side-lobes once transmission loss is included. We also notice that the shape of the side-lobe structure of
the radiation pattern changes between Figures 10(a) and (b) with the inclusion of the transmission loss effects.
This is due to the unequal weighting of the elements in the array, caused by the varying values of SNR among
different sensors.
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Figure 10. The radiation pattern P (f, θ) for 15 randomly distributed microphones in a 50λ×50λ surveillance area. (a)
Without transmission loss added. (b) With Transmission loss.

Figures 11(a) and (b) show the Capon power spectra of the 15-element randomly distributed sparse array
located in a surveillance area of size 50λ×50λ, without and with the acoustic transmission loss effects, respectively.
The effects of acoustic transmission loss on the amplitudes of the main-lobe and the side-lobes are clearly evident
from these figures. However, owing to the fact that the randomly distributed sparse arrays exhibit lower side-
lobes with no particular structure when compared to the 5-element baseline sparse arrays, the degradation in
DOA estimation accuracy as a result of acoustic transmission loss tends to be less severe for these arrays. This
important property is clearly noticeable when Figures 11(a) and (b) are compared to the Capon power spectrum
for the three 5-element node sparse configurations of Figures 7(a) and (b). Thus, the prominent side-lobe
structure of the baseline sparse array configurations can become a major issue in DOA estimation accuracy,
especially when transmission loss effects are included.

4. CONCLUSIONS

This paper studied two different sparse acoustic sensor deployment strategies using baseline 5-element arrays
as well as randomly distributed microphones. The study of the radiation patterns and bearing responses of
these two sparse configurations indicated that the sparse baseline arrays exhibit regular side-lobe structure in
their bearing responses. The side-lobes become more prominent when the spacing between the baseline arrays
increases. In contrast, the randomly distributed sparse arrays did not show any regular side-lobe structure.

These two configurations were then thoroughly benchmarked in terms of their robustness to various types
of model mismatches including sensor location error and fading effects due to acoustic transmission loss. Our
results indicated that the distributed sparse arrays remain robust to sensor location uncertainties as long as
σp < 0.25λ, i.e., the standard deviation of error does not exceed one fourth of the wavelength. Additionally, the
robustness improves significantly as the number of sensors in the network increases. The results also attest to
the fact that distributed configurations are more immune to transmission loss effects depending on the coverage
area.
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Figure 11. The Capon power spectrum PCapon(f, θ) for 15 randomly distributed microphones in a 50λ×50λ area. (a)
Without transmission loss added. (b) With Transmission loss.
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